
2023 ELEDIA@ICAM PhD Summer Schools

Machine Learning & AI Methods
Theory, Techniques, and Advanced Engineering Applications

Dates: 4 - 8 September, 2023

Location

• In presence: Polo di Mesiano, Via Mesiano 77, 

38123 Trento, Italy

• Online: Zoom Platform (video registrations will 

be available for 2 weeks after the event)

Lessons

• 32 h total (including exam – not mandatory)

• 12 h hands-on (in Matlab)

Prerequisites: Basics of Maths

ECTS: 4

Registration Fees (*)

• Free for UniTN Students

• 200 Euro - online attendance

• 400 Euro - in presence attendance

Registration is mandatory

Course Coordination

• Prof. MASSA Andrea

• Prof. BROCCARDO Marco

• Dr. SALUCCI Marco

Further Information

• summer-schools@eledia.org
(*) The fees include the course teaching and the slides/material

Understanding and solving complex problems in the physical world has been an intelligent endeavor of humankind. Moreover, the study of artificial

intelligence (AI) embodies the dream of designing machines like humans. Research in machine learning (ML) and, more recently, on deep learning

(DL) techniques has attracted much attention in many engineering fields. With the spreading of such techniques, improvement in learning capacity may

allow machines to “learn” from a large amount of physical data and “master” the physical laws in certain controlled boundary conditions. In the long run,

a hybridization of fundamental physical principles with ”knowledge” from big data could unleash numerous engineering applications that used to be

impossible due to the limit of data information and computational capabilities.

Course Topics

• Basics, fundamental theory, and pillar concepts of AI and ML;

• ML as a "three-steps" learning process for regression and classification purposes;

• Space reduction via feature selection strategies: Sequential Feature Selection (SFS),

• Sequential Forward Feature Selection (SFFS);

• Space reduction via feature extraction strategies: Principal Component Analysis (PCA),

• Partial Least Squares (PLS), Sammon Mapping (SM);

• Space exploration strategies via single-shot and adaptive sampling strategies: uniform grid/random sampling, 

Latin Hypercube Sampling (LHS), LOLA-Voronoi, Output Space Filling (OSF);

• ML for classification: Support Vector Machines (SVMs), Neural Networks (NNs);

• ML for regression: Gaussian Processes (GPs), Radial Basis Function Networks (RBFN), Support Vector 

Regression (SVR);

• Basics of DL: Deep Convolutional Neural Networks (CNNs);

• Applicative examples including exercises regarding specific engineering applications of AI and ML
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Lectures

• Prof. BROCCARDO Marco (https://webapps.unitn.it/du/it/Persona/PER0209505/Curriculum/)

• Dr. SALUCCI Marco (https://www.eledia.org/eledia-unitn/people/salucci-marco/)

The course aims at providing a solid background knowledge on AI and ML, with a 

focus on recent and competitive methodologies for the efficient and robust solution of 

both classification and regression problems in advanced engineering applications. 

Applicative examples including exercises will corroborate the theoretical concepts.

Register at: https://edu.eledia.org/courses/phd-school-2023-machine-learning


